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Foreword to the Second Edition  

In 2012, revised versions of the Excel sampling calculator and the guidance document 

‘Hypergeometric Sampling Tool (version) 2012): Background of Calculation and 

Validation’ were published for the forensic community on the ENFSI website.  

As the next step it was necessary to revise the corresponding guidelines on 

representative drug sampling as well. The changes which were made can be 

summarised as follows: 

 

Statistical sampling by Hypergeometric distribution: 

- Rounding down versus rounding up  

- Handling very large populations with very high ‘k’ and ‘CL’ values. 

- Splitting HPD into separate ‘proportion’ & ‘number’ worksheets 

-  

Statistical sampling by Bayesian approach: 

- Splitting Bayesian into separate ‘N<50’ & ‘N>=50’ worksheet 

  

The ENFSI Drugs Working Group is proud to present hereby the second edition of 

the guidelines.  

 

Dr Udo Zerell 

ENFSI DWG Chairman 2013-2016 

 

 

We would like to express our special thanks to the members of the Hypergeometric 

Sampling Subcommittee for taking over the scientific part of the revision: 

  

Dr Sonja KLEMENC 
Ministry of the Interior RS 
National Forensic Laboratory 
Vodovodna 95 
1000 Ljubljana 
e-mail: sonja.klemenc@policija.si 

Hugh COYLE  
Forensic Science Ireland 
Garda Headquarters, 
Phoenix Park, Dublin 8, Ireland 
e-mail: hjcoyle@fsl.gov.ie  
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Foreword to the First Edition 

 

In the ENFSI Working Group (WG) Drugs, quality assurance (QA) and best practice are 

important topics. QA is an extensive field where a lot of documentation and various 

guidelines are already available. For this reason, the WG Drugs meeting in Krakow in 

1999 decided to focus on a number of other topics that were more or less specific for the 

WG Drugs. So far, two targets were chosen, the first one being sampling (and sampling 

strategy), the second one being drugs reference compounds. 

In the Madrid meeting of 2001, many members of the WG showed their interest and 

offered help with the realisation of a manual or a discussion document on sampling. Out of 

these members the steering committee composed a subcommittee with - for practical 

reasons - a limited number of colleagues. The composition was such that members had 

own practical experience with at least one of the sampling methods. A first draft was 

presented in March 2002 by email and later in May 2002 at the WG meeting in Oslo. The 

comments, discussions and responses resulted in the document that is presented here and 

was adopted at the WG meeting in Istanbul 2003.  

The primary task of the subcommittee was to identify and describe common sampling 

procedures. From this, a discussion could be initiated whether there was a sampling 

method that was superior to the other ones.  

In the meantime it became clear that a mere collection of possible sampling strategies was 

not sufficient. So, on the European level a sampling proposal was submitted by the Spanish 

presidency (2002) to the Drugs Trafficking Working Party; it comprised the use of an 

arbitrary sampling method as the European standard; later the proposal was extended with 

another (different) method. Since ENFSI was working on sampling, the discussion of the 

proposal was postponed. During the Greek presidency, an ENFSI advice on this matter was 
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urgently requested, as decisions had to be made by June 2003. The WG steering committee 

was pleased to have, as requested, the sampling document ready in spring 2003. This 

document formed the basis of the advice, that was formulated and accepted by both the 

sampling subcommittee and the WG steering committee; next the (draft) document and the 

advice were presented by our chairman to the Police Cooperation Working Group on June 

17th 2003 in Brussels.  

The steering committee is proud of the realisation of this sampling document. 

We wish to express our thanks to the chairperson and members of the subcommittee on 

sampling for their excellent work. 

 

The ENFSI WG Drugs, 

 

Dr Henk Huizer (Chairperson 2000-2002) 

Dr Erkki Sippola (Chairperson 2002-2006) 

 

 

LIST OF CONTRIBUTORS to First Edition 

 

Sergio SCHIAVONE (Chairman of the Sampling Subgroup) 
Raggruppamento Carabinieri Investigazioni Scientifiche 
Reparto di Roma, Sezione di Chimica 
Via Aurelia 511, 00165 Roma, Italia 
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Phone 0033-1-49355079, Fax 0033-1-49355027, e-mail  
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Chapter: INTRODUCTION 

 

The sampling document itself describes a number of sampling methods, from arbitrary 

methods to methods with a statistical background. The document focuses on sampling in 

cases where large numbers of relatively homogeneous material are available. It does not 

deal with so-called tactical sampling, which may be applied for house-searches or in 

clandestine laboratory investigations. These cases are characterised by different materials, 

sometimes in different amounts, different packages and/or sometimes with different 

suspects; these cases are considered as so specific and so dependent on the situation (also 

in legal aspects) that a guideline would be inadequate in many cases. 

Thus, the document contains a number of sampling strategies for cases with large numbers 

of items of relatively homogeneous material. However, from the descriptions of the 

sampling methods, it is not automatically clear which strategy should be preferred (or 

would be optimum). This is mainly due to the fact that it is not possible to define a 

sampling strategy, if the requirements have not been defined. This is the main reason why 

it was decided to refrain from giving advice at local, regional or national level. ENFSI 

cannot give such a fine-tuned advice as is possible in a specific agreement between 

prosecutor, police, chemist and laboratory management.  

However, at the European level, advice was requested and the steering committee felt that 

if one group were competent to produce one, it would be the ENFSI WG Drugs. The 

resulting advice for international cases is mainly based on a number of aspects, which are 

discussed in the chapter on 'Considerations'. Here, the advantages and disadvantages of the 

various methods, also in relation with sampling practice, are brought up. It seems that a 

Bayesian approach is a reasonable one in many cases, but its complexity might be a major 

drawback, especially for court. Luckily enough, the hypergeometric and Bayesian 
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approaches appear to show more or less the same results in cases where no prior 

probability is used.   

Since sampling is often carried out by police and customs, we did not want to introduce an 

advice with the number of samples to be calculated for each separate case; this would 

bother them with computers or lists with Bayesian and hypergeometric tables. Therefore 

the final sampling advice just mentions the number of samples to be taken (5, 8 or 11, the 

number of samples being dependent on the circumstances). The final evaluation and 

probability calculations can, if necessary, be performed by the forensic laboratory. 

Many WG members have contributed to this document. In the first place the subcommittee 

on sampling, who have studied, considered, drafted, discussed and finalised it. In addition, 

many members have contributed either by their written response or comments in any other 

form; their comments, support and enthusiasm was a fruitful input for the subcommittee. 

We wish to express our thanks to the contributors and their management. We are 

convinced that the members of the ENFSI WG Drugs and other colleagues working in the 

field of drug analysis will benefit from this work; it provides them with a reference on 

which they can develop an appropriate good working practice.  

 

Dr. Sergio Schiavone 

Chairperson of the Sampling Subcommittee  

November 2003 
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Chapter: DEFINITIONS 

1. Seizure 

The entire quantity of items seized. This may consist of a single population or a 

number of populations. 

 

2. Population 

The collection of items under discussion. A population may be real or hypothetical; 

finite or infinite; homogeneous or heterogeneous. For the purposes of this booklet, the 

term population will refer to a real, finite homogeneous population unless otherwise 

specified. 

 

3. Package 

A container for a single unit, a number of units or a number of other sub-packages. 

 

4. Unit 

A single individual element of a population (e.g. a single tablet or a single package 

containing powder etc.). 

 

5. Sample 

A unit or a number of units selected from a population. 

 

6. Mean 

This is the average value of a set of measurements. The mean can refer to either: 

i) The arithmetic mean of a population. This is the true mean calculated from 

the entire population. It is denoted by µ . Or  

ii) The arithmetic mean of a sample. This is an estimate of µ  calculated from a 

sample of the population. It is denoted by X . 

 

Unless otherwise stated, the term ‘mean’ will refer to the arithmetic mean of a sample 

as described in 6 (ii). 
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7. Standard Deviation 

This is a measure of the variation in the values of a set of measurements. The standard 

deviation can refer to either: 

i) The standard deviation of a population. This is the true standard deviation 

calculated from the entire population. It is denoted by σ .   Or 

ii) The standard deviation of a sample. This is an estimate of σ  calculated from a 

sample of the population.  It is denoted by s . 

 

Unless otherwise stated, the term 'standard deviation' will refer to the standard 

deviation of a sample as described in 7 (ii). 

 

Symbols 

 

P =  probability 

=N    population size 

=1N    number of positives in the population 

=n    sample size 

=X    number of positives in the sample 

=x    the value of number of positives in the sample 

=−= xnr    the value of the number of negatives in the sample 

==
N
N1θ    proportion of positives in the population 

=K    threshold number of positives guaranteed in the population 

== NKk    proportion of positives at least guaranteed in the population 

  (hypergeometric sampling) 

=α    probability of rejecting H0 when H0 is true 

1- α =   probability of not rejecting H0 when H0 is true 

)100%(1 α− = confidence level  
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 H0 =  null hypothesis 

H1 =   hypothesis alternative (opposite) to H0 

M0 =   the highest integer lower than K at which H0 is tested  

  (hypergeometric distribution) 

=a    first parameter of beta function  

=b    second parameter of beta function 

=Y    number of positives in the unexamined units 

=µ    the arithmetic mean in the population 

=X   the arithmetic mean in the sample  

=σ    the standard deviation in the population 

=s    the standard deviation in the sample 

=w    the total weight in the sample 

=W   total estimated weight in the population  

Pcorr =  correction factor in weight estimation 

Qcorr =  correction factor in weight estimation 

RoundUp  rounding number up (for example: RoundUp (to zero decimals)  

  10.1 = 11) 

Trunc Truncates a decimal fraction to its integer  

for example: Trunc (18.9) = 18 
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Chapter: REPRESENTATIVE SAMPLING TECHNIQUES 

 

A representative sampling procedure can be performed on a population of units with 

sufficient similar external characteristics (e.g., size, colour).  The decision on how to 

perform it is left to the discretion of the examiner. An example about what is meant by 

similar external characteristics is very important. Considering a group of heroin street 

doses, which are packed in similar packaging, we can apply a sampling rule to this 

population. So, if you have 100 street doses with different groups of external 

characteristics, you have to separate your 100 street doses in as many groups as 

dissimilarities. Each group will be considered as a whole population and will be sampled 

alone. In some rare cases, although the external characteristics look the same, when we 

open the units (sampling), we may notice huge differences in the powder appearance 

among the units. In this case, you have to stop the sampling procedure according to the 

above-mentioned criteria. In general it happens when you don’t look thoroughly at the 

external characteristics of the packages.  

 

The theoretical way to select a truly random, unbiased representative sample from a 

population is to individually number each item in the population and then use a random 

number generator to choose which item to select. This is not possible in practice, especially 

for large populations containing many thousands of units. 

 

When sampling, we must ensure that two principles are maintained: 

The properties of the sample are a true reflection of the properties of the population from 

which the samples were taken. 

Each unit in the population has an equal chance of being selected. 
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In reality, it is more difficult to adhere to these principles than it first seems. As was 

mentioned before, the decision in selecting the samples is left to the discretion of the 

examiner because, when the population is high, it is impossible to number all the units and 

use a protocol based on a random selection of numbers. So, considering a subjective 

choice, it happens that sometimes the expert tends to choose similar sized units, instead of 

running a real random sampling.  

 

The practical solution is quite easy: after having observed that the external characteristics 

are the same, you can put all the units in a "black box" (plastic bag or any other idea) and 

take out your sample without looking. This kind of solution can be applied to practical 

cases such as seizures of a thousand heroin street doses in similar external packages or a 

thousand tablets. In this case you can apply this "black box" sampling method to eliminate 

(or at least reduce to a minimum) any bias that may be introduced by the person selecting 

the samples. When we refer to a "black box" method we mean any method that will 

prevent the sampler from consciously selecting a specific item from the population. These 

methods are not standardized yet and we can refer to the example given above. 
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Chapter: ARBITRARY SAMPLING 

 

The following are various arbitrary sampling methods. They are often used in practice and 

work well in many situations. However they have no statistical foundation and may lead to 

very large samples in case of large seizures. Not all existing sampling procedures are 

given. Some laboratories use variations of these. 

 

 

1. All ( Nn = ) 

 

Advantage(s): 100% certainty about the composition of the 

population. 

Disadvantage(s): Excessive sample sizes for larger populations. 

 

2. Nn 05.0= , Nn 1.0= , etc. 

 

Advantage(s): Simple approach. 

Disadvantage(s): Excessive sample sizes for larger populations. 

 

3. Nn = , Nn 5.0= , 
2
Nn = , etc. 

 

Advantage(s): Widely accepted approach. 

Disadvantage(s): The number of samples may be too small when the 

population is small. 

 

4. )20%(1020 −+= Nn  (where 20>N ) 

 

Advantage(s): Heterogeneous populations likely to be discovered 

before analysis is complete. 

Disadvantage(s): Excessive sample sizes for larger populations. 
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5. 1=n  

 

Advantage(s): Minimum amount of work. 

Disadvantage(s): Least amount of information on the characteristics of 

the seizure. 
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Chapter: STATISTICAL SAMPLING METHODS  

INTRODUCTION 

The methods discussed in this chapter provide statistically founded ways to determine the 

sample size. The first two methods concern a frequentist approach, while the third method 

describes a Bayesian approach.  

 

The assumption behind a frequentist approach is that a fixed but unknown proportion of 

the seizure contains drugs. The proportion of drugs in a sample can estimate this seizure 

proportion. The sample proportion will, however, vary over different samples. One sample 

will give a higher proportion than another sample. Therefore, the frequentist methods 

provide a confidence, %100)1( α−  (for instance 95% if α is selected to be 0.05), that with 

a given sample proportion the seizure proportion is at least %100k  (for instance 90% if k is 

selected to be 0.9). This means that if the sampled proportion is indeed found to be as 

assumed, one would be correct about a seizure containing at least 90% drugs in 95 out of 

100 cases. 

 

The assumption behind a Bayesian approach is that the sample proportion is known and 

fixed. This proportion is used to calculate probabilities on certain values of the unknown 

seizure proportion, that at that point is still assumed variable. With this approach it is 

possible to incorporate some knowledge about the seizure that you may possibly have. The 

seizure proportion is not known but often some ideas about this proportion exist. For 

instance, if all plants in a hemp nursery appear similar they probably are all hemp plants. It 

is also possible that there is no clue about the amount and type of drugs in a seizure. These 

various forms of prior information will result in different mathematical models to estimate 

a desired sample size in the Bayesian approach. 
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THE HYPERGEOMETRIC DISTRIBUTION 

Application 

 

The probability that a sample of size n  contains exactly X  positives (units containing 

illegal drugs), given that the population of size N  contains N1 positives, can be calculated 

by 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−

−
⎟⎟
⎠

⎞
⎜⎜
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1 ),,|( .    

 

This is the hypergeometric distribution. On this distribution the first (and most used) 

frequentist method is based. 

 

In sampling drug units, the actual number of positives, N1, and negatives, N – N1 are 

unknown. To determine these numbers exactly, the whole seizure has to be analyzed. If 

some uncertainty is allowed, the hypergeometric distribution, combined with hypothesis 

testing, can be used to calculate the sample size of n  units that must be analyzed such that 

at least K  ( kNK = ) units, or at least the proportion k from the population of N samples 

are positive with (1-α)100% confidence. For instance, calculate n  such that, with 95% 

confidence, at least 90% of the units contain illegal drugs. The choice of values for α  and 

k (or K) depend on laboratory guidelines, costs, legal requirements and so on.  

 

If the choices about α  and k  (or K) are made and if an assumption is made about the 

number of positives to be expected in the sample (usually n), the sample size n can be 

solved from the formulas shown in the next section. When sampling strategy (i.e. sample 

size calculation) is based on a threshold proportion (k) of drug positive items in the 

population, it is not necessary to do the calculations over and over again as sample sizes 

for given criteria can be calculated and tabulated. However, when the calculation is based 

directly on a threshold number of positives K, then the calculation has to be performed for 

each case individually. 
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Table 1 provides the required sample sizes for some standard choices of α  and k  at 

different population sizes, if all sampled units are believed to be positive. Table 2 provides 

the same information if 1 or 2 of the sampled units are expected to be negative (contain no 

drugs).  

 

Table 1:  Hypergeometric distribution.   
Required sample size to guarantee with 95% or 99% confidence that the seizure contains at least a proportion 

of k drugs, if it is expected that all sampled units contain drugs. 

Population 

size N 

95% confidence 99% confidence 

k=0.5 k=0.75 k=0.9 k=0.5 k=0.75 k=0.9 

10 3 6 8 4 7 9 

20 4 7 12 5 10 15 

30 4 9 15 6 12 20 

40 4 9 18 6 12 23 

50 4 9 19 6 14 26 

60 4 9 20 6 14 28 

70 5 10 21 7 14 30 

80 5 10 22 7 14 31 

90 5 10 23 7 15 32 

100 5 10 23 7 15 33 

200 5 10 26 7 15 38 

300 5 11 27 7 16 40 

400 5 11 27 7 16 41 

500 5 11 28 7 16 41 

600 5 11 28 7 16 42 

700 5 11 28 7 16 42 

800 5 11 28 7 16 42 

900 5 11 28 7 16 43 

1,000 5 11 28 7 16 43 

5,000 5 11 29 7 16 44 

10,000 5 11 29 7 16 44 
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Example 1 

Suppose that a population contains 100 packages. To guarantee with 95% confidence that 

at least 90% of the packages contains illegal drugs, a sample of 23 packages has to be 

drawn and all of these packages have to contain illegal drugs (see Table 1). 

 

The assumption that all sampled units contain drugs is often made. This assumption can be 

made because this is learned from many years of experience in the field, or simply by 

reasoning that it makes no sense to mix the drugs with no-drugs, apart from maybe a layer 

of distraction material on top to avoid detection. However, occasionally one or more units 

in the sample may not contain drugs. In that case, the guaranteed confidence or the 

minimum proportion drugs in the population drops. Figure 1 shows that the confidence to 

guarantee a proportion of drugs of at least 90% drops from 95% to 77% if 1 sampled unit 

did not contain drugs instead of 0 (N=100). Figure 2 shows that the guaranteed proportion 

at a confidence of 95% drops from 90% to 84 %. (1 negative instead of 0, N=100). Table 2 

shows that a sample of 36 was needed to guarantee with 95% confidence that at least 90% 

of the population contained drugs if one negative in the sample was assumed beforehand. 

 

It is statistically not correct to sample another 13 units on top of 23 if one of these 23 does 

not contain drugs. Before sampling a decision should be made how many negatives in the 

sample are expected. Afterwards, when one or more sampled units are found to be negative 

this has consequences for the confidence and/or the proportion guaranteed. This property 

makes the sampling with the hypergeometric distribution (and other frequentists methods) 

hard to understand intuitively. 
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Table 2: Hypergeometric distribution  
Required sample size to guarantee with 95% or 99% confidence that the seizure contains at least a proportion 

of k drugs, if is expected that either 1 or 2 sampled units do not contain drugs (1 or 2 negatives). 

Population 

size N 

95% confidence 99% confidence 

k=0.5 k=0.75 k=0.9 K=0.5 k=0.75 k=0.9 

 1 neg   2 neg 1 neg  2 neg 1 neg  2 neg 1 neg  2 neg 1 neg  2 neg 1 neg  2 neg 

10      5         7     9       10     10     --     6        7     9       10     10     --   

20      6         8     11     14     17     20     8       10     13     16     19     20 

30      7         9     13     17     22     27     8       11     16     20     25     29 

40      7         9     14     18     26     32     9       11     17     21     30     35 

50      7        10     15     19     29     36     9       12     19     24     34     41 

60      7        10     15     19     31     39     9       12     19     24     38     45 

70      7        10     16     20     32     41     10     12     20     25     40     48 

80      7        10     15     20     34     43     10     12     20     25     42     51 

90      7        10     16     21     35     45     10     13     21     26     44     54 

100      7        10     16     21     36     46     10     13     21     26     46     56 

200      8        10     17     22     40     53     10     13     22     28     54     67 

300      8        10     17     23     42     55     10     13     23     29     57     71 

400      8        11     17     23     43     57     10     13     23     30     58     74 

500      8        11     17     23     44     58     10     14     23     30     59     75 

600      8        11     17     23     44     58     10     14     24     30     60     76 

700      8        11     17     23     44     59     11     14     24     30     61     77 

800      8        11     17     23     44     59     11     14     24     30     61     77 

900      8        11     17     23     45     59     11     14     24     30     61     78 

1,000      8        11     17     23     45     59     11     14     24     30     62     78 

5,000      8        11     17     23     46     61     11     14     24     31     64     81 

10,000      8        11     17     23     46     61     11     14     24     31     64     81 
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Figure 1: Confidence against sample size (N = 100; k = 0.9) for 0, 1, and 2 negatives expected. 
Lines  -●- for 0 negatives;   - o - for 1 negative;  -▼- for 2 negatives 

Figure 2: Proportion against sample size (N = 100; k = 0.95) for 0, 1, and 2 negatives expected. 
Lines  -●- for 0 negatives;   - ο - for 1 negative;  -▼- for 2 negatives 
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Example 2 

If it is sufficient to guarantee with a high probability (say 95%) that drugs are present in 

the majority (> 50%) of the exhibit (of 100), then only a sample of 5 is necessary provided 

that no negative is found (see Table 1). 

 
Example 3 

In  Table 3 all steps of hypergeometric sample size n calculation for the sampling strategy 

based on the threshold proportion of positives k are shown for the following threshold 

parameters chosen by the laboratory: k ≥ 0.90, confidence level at least 0.95 and number of 

expected negatives r = 0, for the population sizes from N=10 to N=50. For theory see the 

next section and for in-depth explanation see also ENFSI DWG document  

“Validation of the Guidelines on Representative Sampling” DWG-SGL-001 version 002” 
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Table 3: Hypergeometric distribution  

Population size N is shown in the first column. Number of positives corresponding to the proportion k is 
calculated first (see column 2), afterwards M0 is calculated (see column 3). In the column 4 calculated 
sample n is shown, while calculated actual confidence level CL and actual proportion k` guaranteed by 
calculated sample size n are shown in columns 5 and 6, respectively. 

population 
size 
N 

number of 
positives 

(calculated) 
K=k*N 

number positives 
for  H0 test 

M0= 
RoundUp(k*N)-1 

calculated 
sample size 

n 

Actual CL 
(1-α) 

actual proportion k` = 
RoundUp(k*N)/N 

10 9 8.00 8 0.9778 0.9000 
11 9.90 9.00 9 0.9818 0.9091 
12 10.80 10.00 9 0.9545 0.9167 
13 11.70 11.00 10 0.9615 0.9231 
14 12.60 12.00 11 0.9670 0.9286 
15 13.50 13.00 12 0.9714 0.9333 
16 14.40 14.00 12 0.9500 0.9375 
17 15.30 15.00 13 0.9559 0.9412 
18 16.20 16.00 14 0.9608 0.9444 
19 17.10 17.00 15 0.9649 0.9474 
20 18 17.00 12 0.9509 0.9000 
21 18.90 18.00 13 0.9579 0.9048 
22 19.80 19.00 14 0.9636 0.9091 
23 20.70 20.00 14 0.9526 0.9130 
24 21.60 21.00 15 0.9585 0.9167 
25 22.50 22.00 16 0.9635 0.9200 
26 23.40 23.00 16 0.9538 0.9231 
27 24.30 24.00 17 0.9590 0.9259 
28 25.20 25.00 18 0.9634 0.9286 
29 26.10 26.00 18 0.9548 0.9310 
30 27 26.00 15 0.9502 0.9000 
31 27.90 27.00 16 0.9566 0.9032 
32 28.80 28.00 17 0.9620 0.9062 
33 29.70 29.00 17 0.9555 0.9091 
34 30.60 30.00 18 0.9608 0.9118 
35 31.50 31.00 18 0.9545 0.9143 
36 32.40 32.00 19 0.9596 0.9167 
37 33.30 33.00 19 0.9537 0.9189 
38 34.20 34.00 20 0.9585 0.9211 
39 35.10 35.00 20 0.9529 0.9231 
40 36 35.00 18 0.9600 0.9000 
41 36.90 36.00 18 0.9551 0.9024 
42 37.80 37.00 18 0.9500 0.9048 
43 38.70 38.00 19 0.9558 0.9070 
44 39.60 39.00 19 0.9511 0.9091 
45 40.50 40.00 20 0.9565 0.9111 
46 41.40 41.00 20 0.9520 0.9130 
47 42.30 42.00 21 0.9571 0.9149 
48 43.20 43.00 21 0.9528 0.9167 
49 44.10 44.00 22 0.9577 0.9184 
50 45 44.00 19 0.9537 0.9000 
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Theory  

This section is for those who want more background information on the hypergeometric 

distribution and the calculation of the table values. 

 

The hypergeometric distribution, and thus the theory below, assumes that samples are 

taken without replacement. The hypergeometric distribution is discrete and all numbers 

applied in calculations must be non-negative integers. The theory presented here is fit for 

situations where sampling size calculation is based on either threshold number (K) or 

threshold proportion (k) of expected drugs positive items in the population as specified by 

the laboratory.  

 

If the choices about α  and K (or k) are made and if an assumption is made about the 

number of positives to be expected in the sample, the minimum a sample size (n) is 

calculated by testing of the null hypothesis1 that number of positives in the population is 

less than K against the alternative hypothesis that the number of positives is at least K: 

 

H0: N1 < K against H1 : N1 ≥ K 

 

To prosecute people for all the seized units it is desired that KNi ≥ .  Evidence has to be 

found to reject the null-hypothesis.  However, no big mistakes are allowed.  This means 

that the probability that the null-hypothesis is rejected, while it is true, should be small, say 

α. This provides a confidence level of )100%(1 α− .  The hypotheses are tested with the 

number of positives in the sample, X, as the test statistic. The null-hypothesis is rejected 

when X is larger than a certain number. If this number is taken as the number of positives 

expected in the sample, x, then, n should be selected such that: 

P(X ≥ x|N, N1 < K) ≤ α. 

 

 

                                                

1 To understand the background of hypothesis testing one should note that: Guaranteeing with (1-α)100% 

 
 



 26 

Equation 1 

Intuitively, P(Reject H0 | N1) increases as the number of positives N1 in the population 

increases. (H0 is N1 < K.) Therefore, to find the smallest sample size (n) which guarantees 

at least proportion of positives k (or number of positives K) the null hypothesis (H0) is 

tested at the highest possible M0 (integer) that is lower than K. If H0 is rejected (H1 is 

accepted), then the calculated sample size n will give the smallest number of samples for 

analyses, which guarantees at least k proportion (or corresponding K) of positives in the 

population, at a confidence level at least equal or greater than (1- α).  Equation 1 may be 

rewritten as:  

 

P(X ≥ x|N, M0 < K) ≤ α. 
  

 

So given that M0 < K the minimal sample size (n) is the smallest value of x for which P(X ≥ 

x|M0 < K) ≤ α. The smallest sample size n is actually calculated with the consecutive use of 

Equation 2 or Equation 3 or Equation 4 below (dependent on the number of negatives at 

most allowed by increasing n, until the cumulative hypergeometric probability ≤ α or at 

maximum to n = N. 

 

When all sampled drug units are expected to contain drugs (i.e. x = n which is equivalent 

to zero negatives expected (r = 0)), X follows a hypergeometric distribution: 

 

X ~ HYP(n, M0, N). 

Formally, interest lies in the tail area probability P(X ≥ x | M0 < K) ≤ α. However, it is not 

possible for X to be greater than n so P(X ≥ x | M0 < K, x = n) can be written as  

P(X = n | M0 < K) resulting in:    
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Equation 2 

 

When at most one sampled drug unit is expected not to contain drugs (i.e. x≥n-1 which 

means that x = n-1 or x = n are possible; hence, the number of negatives r may be at most 
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1, i.e.: r = 0 or r = 1 are possible), X is distributed as a mixture of two hypergeometric 

random variables: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−
+=+==−≥<≥ ==

n
N

MN
n
M

PPPPnxKMxXP rr
11

)1,/(

00

01010

 . 

Equation 3 

     

When at most two sampled drug units are expected not to contain drugs (i.e. x≥n-2 which 

means the number of negatives can be at most two, i.e.: r = 0 or r = 1 or r = 2 are possible), 

X is distributed as a mixture of three hypergeometric random variables: 
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Equation 4 

 

and so on for higher number of negatives at most allowed. 

 

How to find M0 (the highest integer lower than K for H0 test) in practice?  Two different 

situations can appear: 

 

a) When the threshold number of expected positives K (always an integer), confidence 

level CL and number of negatives r at most allowed are specified by the laboratory, the M0 

is simply: 

 

M0 = K-1. 

 

b) When the threshold proportion k of expected positives, confidence level CL and number 

of negatives at most allowed are specified by the laboratory, the threshold proportion k 

shall first be converted to number of expected positives K= k x N (note in the table 3, that 

the calculated  Ks can be integers or non-integers). Afterwards, M0 can be calculated along 

general formula: 
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M0 = RoundUp(K)-1,  

which is actually valid for integer and non-integer K and is especially useful when 

calculations performed by the computer software. For the calculations by hand one can 

use 

  

M0 = K-1, for integer Ks 

and 

M0 = Trunc(K) = RoundUp(K)-1, for non integer Ks. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Calculation of M0 from integer and non-integer K`s. 

K H0: M0=K-1 

Integer Kð H0 test at M0=K-1 

Δ =1 

 

M0 for non integers K by truncating or rounding up the K 

K = Integer numbers 

= non integer numbers 

 
H0 is tested at a number of positives M0=TRUNC(K) = ROUNDUP(K) -1 (red marked integer) since this is the 
highest possible integer (M0) lower than K (red line). If H0 is rejected, the actual proportion of positives which 
calculated sample size n guarantees is equal k`= (ROUNDUP(K))/ N, where N is the population size. The actual 
proportion of positives will be above our request k which corresponds to the number of samples K (non- integer). 

for H0 test 

M0= 

TRUNC (K) = 

RoundUP (K) -1 

ROUNDUP K 

K+1 

Δ =1 

K-1 
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How to calculate the actual proportion of positives guaranteed by calculated sample size n?  

a) For integers Ks actual proportion k` match laboratory request (k) exactly (see figure below) and is 

expressed as: 

k` = k = K/N= RoundUp(K)/N. 

b) For non-integer Ks actual proportion k` is always slightly above the laboratory request 

(see figure below) and is expressed as: 

k` = RoundUp(K)/N. 
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Figure 4: Actual proportion of positives k` for integers and non-integers K (data: k=0.90, CL=0.95, 

population sizes from N=10 to N=50, see data in Table 3).  When K is an integer (note the numbers in blue 

rectangles) the actual and the threshold proportion k defined by the laboratory match exactly. For non-

integers Ks the actual proportion k` is higher than the proportion k requested by the laboratory. Note that for 

the given example the k = 0.90 (red line) was specified by the laboratory. 
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THE BINOMIAL DISTRIBUTION 

Application 

 

This is the second method using a frequentist approach. It is an easier method, but can only 

be used in special cases. The binomial distribution assumes sampling with replacement. 

This means that a unit is placed back after it is sampled and analyzed before the next unit is 

sampled. Of course this is not practiced in drugs sampling. However, in situations where 

the seizure is very large (at least 50, preferable larger) and the sample is relatively small 

the hypergeometric distribution can be approximated by the simpler binomial distribution. 

In that case, the probability that a sample of size n  contains X  positives (units containing 

illegal drugs), given that the population of size N  contains a proportion of 
N
N1=θ  

positives, is 
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Similarly, as with the hypergeometric distribution, the binomial distribution can be used to 

calculate a sample size n  such that with %100)1( α−  confidence can be stated that at least 

a proportion of %100k  is positive. The calculations with the binomial distribution are 

easier than the ones with the hypergeometric distribution. However, it should be kept in 

mind that the binomial distribution is an approximation. The sample size estimated with it 

will be slightly overestimated. Only in very large seizures (sometimes of several 

thousands) the sample sizes calculated from both distributions will be exactly equal.  

 

If no negatives are expected the sample size n , that with %100)1( α−  confidence can be 

stated that at least a proportion of %100k  is positive, can be calculated by the minimum 

value for which 

θ
α

log
log

≤n , 
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regardless of the population size. If negatives are found in the sample conclusions have to 

be adapted in a similar way as with the hypergeometric distribution. Again tables (see 

Table 4) or software can be used. 

 
Table 4: Binomial distribution.  

Required sample size to guarantee with 95% or 99% confidence that the seizure contains at least a proportion 

of k drugs if is expected that 0, 1 or 2 sampled units do not contain drugs (0, 1 or 2 negatives).  Use this only 

for large seizures. 

Population 

size N 

95% confidence 99% confidence 

k=0.5 k=0.75 k=0.9 k=0.5 k=0.75 k=0.9 

  0 negatives 5 11 29 7 17 44 

  1 negative 8 18 46 11 24 64 

  2 negatives 11 23 61 14 31 81 

 

 

Example 1 

To guarantee with 95 % confidence that at least 90% of the pills contain drugs a sample of 

29 should be drawn (if no negatives in the sample are assumed). Compare this with the 

hypergeometric distribution when a sample has to be drawn from a population of 100. 

Then the sample size is only 23. Only when the population is as large as 1600 the results 

from the binomial distribution coincides with that of the hypergeometric distribution for 

this %100)1( α− and k. 

 

Example 2 

A large seizure is found. Experienced police people can see that this is most probably all 

heroin. Even if only half of it is heroin this will be a large seizure. Therefore a sample that 

guarantees with 95% confidence that at least 50% of the seizure is drugs is sufficient. 

Table 4 shows that in that case the sample size will be 5, if no negatives are assumed.  
 

Theory 

 

The theory behind the binomial distribution is similar to that of the hypergeometric 

distribution. The hypotheses are 
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To select n , the equation to be solved is 
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Thus in case that nx = , the equation to be solved is 

 

αθ ≤n . 

 

That is, find the minimum value for which 

θ
α

log
log

≤n . 

 

The binomial distribution is an approximation of the hypergeometric distribution. The 

value for n  found with the binomial distribution will always be equal to or greater than the 

value found with the hypergeometric distribution. 

 
BAYESIAN APPROACH 

Application 

 

Within the Bayesian approach (like the frequentist approach) a distinction can be made 

between sampling with replacement and sampling without replacement. Again sampling 

with replacement is simpler and can be used as an approximation for situations where the 

population size is at least 50 and the sample relatively small. Here overestimation is not 

such a problem as with the binomial distribution. That is why the sampling with 

replacement approximation is much more used in the Bayesian approach. 

 

Bayesians assume that, although the population proportion is not known, there may be 

some ideas about the size of this proportion. These ideas are represented by a probability 

distribution )(θp , the so-called prior distribution of the proportion. This uncertain 

knowledge is combined with the information provided by the sample to a so-called 
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posterior distribution of the proportions, given the sample results. With this posterior 

distribution it is possible to calculate directly the probability that the proportion of drugs is 

at least k (given the sample results) without using tests or confidence intervals. This is 

because Bayesians calculate ),|( nxkP >θ directly instead of ),|( nkxXP >> θ as the 

frequentists do. 
 

Seizure containing more than 50 units 

 

If a population is large (N > 50) and the sample is relatively small compared to the 

population, the probability density function for the proportion θ  of positives, given that a 

sample of size n contains x positives is 
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This is the beta distribution with parameters x +a and n – x +b. The parameters a and b 

have to be selected beforehand based on prior knowledge or assumptions about θ . The 

prior knowledge together with the information about the data (the sample size n and 

number of positives in the sample x) form the above presented posterior distribution. Be 

stands for the beta distribution and B stands for the beta function. For more details see the 

theory section. 

 

The probability that the population proportion is larger than k can be calculated 

with ),|( nxkP >θ . This can be used to select a sample size n such that the probability 

is )1( α− that k>θ . For instance, select n such that the probability is 95% that at least 

90% of the pills contain illegal drugs. The calculations are independent of the population 

size. 

 

Calculations on the beta distribution to find such an n can best be carried out with the aid 

of a computer. Table 5 is based on computer calculations. Like in the frequentist methods 

you have to assume beforehand what the number of positives in your sample will be, and 

adapt your conclusions if afterwards this number is not correct. Again in most cases no 

negatives will be expected.  
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Besides the expected number of positives in the sample, a prior distribution has to be 

selected. In general this is a beta distribution One suggestion is to take both parameters a 

and b equal to 1, if there is no prior idea about the contents of the pills. The prior 

distribution then equals the uniform distribution. Another suggestion is to take them both 

equal to ½ if there is a prior that either all pills contain drugs or no pills at all contain 

drugs. Take b = 1, and a = 3 (or even higher) if there is a prior belief, based on visual 

inspection and experience or so, that probably all is drugs. For instance, 100 packages of 

white powder are found, all similarly packed, all having the same weight, and all smelling 

of illicit cocaine. Sampling a hemp nursery may be an even more extreme case. 

 
Table 5: Beta distribution (with parameters x + a and n – x + b).  

Required sample size to guarantee with a probability of 95% or 99% that the seizure contains at least a 

proportion of k drugs if expected that 0, 1, or 2 sampled units do not contain drugs (0, 1 or 2 negatives).  A 

large seizure is assumed (N ≥ 50).  Use (a=1, b=1) if no prior information is known, (a=0.5, b=0.5) if it is 

reasonable to assume that either everything is drugs or nothing is drugs, (a=3, b=1, or more extreme values) 

is there are reasons to believe that all or most of the seizure contains drugs. 

a = 1 

b = 1 

95% confidence 99% confidence 

k=0.5 K=0.75 K=0.9 k=0.5 k=0.75 k=0.9 

  0 negatives 4 10 28 6 16 43 

  1 negative 7 17 47 10 24 64 

  2 negatives 10 23 63 13 31 83 

 

a = 3 

b = 1 

95% confidence 99% confidence 

k=0.5 K=0.75 K=0.9 k=0.5 k=0.75 k=0.9 

  0 negatives 2 8 26 4 14 41 

  1 negative 5 15 45 8 22 62 

  2 negatives 8 21 61 11 29 81 

 

a = 0.5 

b = 0.5 

95% confidence 99% confidence 

k=0.5 K=0.75 K=0.9 k=0.5 k=0.75 k=0.9 

  0 negatives 3 7 18 5 12 32 

  1 negative 7 15 39 9 21 55 

  2 negatives 10 21 56 12 28 75 
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Example 1 

To be sure, without any prior knowledge (see Table 5 with a=1, b=1, 0 negatives), with 

95% probability that at least 90% of all pills contain illegal drugs, a sample of size 28 is 

needed within the Bayesian approach. This is higher than when the hypergeometric 

distribution is used, because then only 23 (see Table 1) samples are needed. However, if it 

is very clear that we are dealing with drugs, and we combine this with the practical 

knowledge that then probably all are drugs the sample size drops to 26 (a = 3, b =1) or 

even 19 (a = 10, b = 1). 

 

Example 2 

To guarantee with a probability of 95% that at least half of the seizure contains drugs, only 

a sample size of 4 is needed (when no negatives are expected in the sample). In very 

extreme cases this number can be reduced or increased by one or two. In general, to 

guarantee at least 50% of drugs (with a probability of 95%) a sample size of 4 is an easy 

guideline. 

 
Seizure containing less than 50 units 

 

If the consignment is small (N <50), it is better to consider the number of positives in the 

unexamined units instead of the proportion of positives. The probability density function 

for the number of positive in the unexamined units Y, given that a sample of size n contains 

x positives is 
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This is the beta-binomial distribution. 

 

The probability that the number of positives in the unexamined pills is larger than y can be 

calculated with ),,|( NnxyYP ≥ . This can be used to select a sample size n such that the 

probability is )1( α− that yY > . Calculations on the beta-binomial distribution to find such 
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an n have to be done with the computer (statistical software, or Excel for example), or at 

least a scientific calculator. Like in the frequentist methods you have to assume beforehand 

what the number of positives in your sample will be, and adapt your conclusions if 

afterwards this number is not correct. Again in most cases no negatives will be expected.  

In contrast to the Bayesian method for large consignments the calculated sample size 

depends on the consignment size. Furthermore, calculations on the proportion cannot be 

very precise, because of the small numbers. Therefore it is probably best to use the 

hypergeometric distribution for small consignments or use the calculated sample sizes 

calculated with the Bayesian method for large consignments as approximation for small 

consignments.  

 
Theory  

This section is for those who want to know where the numbers in the tables come from. 

 

The Bayes approach allows the use of prior information about a parameter (such as the 

proportion drugs in a seizure); by combining this prior information with the results from 

the sampling, it leads to a posterior information about that parameter.  Let θ  be the 

parameter of interest and x the data from the sample; the Bayes theorem is then: 
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This is often rewritten as Bayes formula 

 

)()|()|( θθθ pxLxP ∝ , 

Where )|( xL θ is the likelihood function? This function contains information about the 

data. Formally it is of the same form as a corresponding probability mass function for 

discrete data or probability density function for continuous data. However, the likelihood 

function is a function of θ  rather than x. For example, for a binomial distribution, 
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Here, )(θp is the prior distribution, representing the uncertainty about the knowledge of θ . 

If no knowledge or ideas exist about θ , any value (between 0 and 1, if θ  is a proportion) is 

as likely as any other. Then )(θp is a uniform distribution. This is a special case of the beta 

distribution. In general, a beta distribution with parameters a and b is assumed.  

 

The beta distribution Be(a,b) is given by 
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with the beta function B(a,b) = ∫ −− −
1

0

11 )1( dyyy ba . This can also be written as 

B(a,b)=Γ(a)Γ(b)/Γ(a+b), where we have used the gamma function Γ given by 

∫
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1 ,)( dxext xt  

and for integer n > 0, Γ(n) = (n – 1)! And Γ(1/2) = √(π). 

 

In case of no prior belief about the seizure a and b both equal 1 (the uniform distribution). 

In case more information is available, for instance, all units of the seizure show the same 

(visual) characteristics, other values of a and b have to be used. If all pills look similar it is 

most likely that all pills contain drugs or no pills at all contain drugs, then a = 1/2 and b = 

1/2. If there is a founded suspicion that drugs is involved, so that it is very likely that θ  is 

high, a could be 3 and b = 1, or even stronger: a  = 10, and b = 1. 

 

 

 

The likelihood function combines with the prior information to the posterior distribution of 

the proportion θ  given the data 
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If all sampled pills contain drugs (x = n) this is 
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To calculate the sample size n such that with a probability of (1-α )% at least k% of all 

pills contains drugs, the equation 

 ∫ −=+−=> −−+
1

11 )%1(),(/)1(),,,|(
k

ban banBdbannkP αθθθθ , 

has to be solved. 

 

The same Bayesian theory concerning Bayes theorem is true for the case of small 

consignments. Then the distribution of ),|( θnNYP −  is binomial. When this is combined 

with the prior beta distribution for θ  the resulting posterior distribution of 

),,,,|( banNnYP θ− is beta-binomial 
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Chapter: CONSIDERATIONS 

In the previous chapters a number of sampling strategies were (briefly) described. 

Although advantages and disadvantages of certain methods were given, no real preference 

was mentioned. This chapter attempts to bring up a number of considerations about the use 

of (one of) the methods, and to mention and discuss a number of related aspects, with the 

aim to support laboratories in the selection of their recommended method. 
 

THE BASIS OF SAMPLING 

The basis of sampling is that the composition found in the samples taken reflects, in 

principle, the composition of the whole lot. 

As a consequence, only a fraction of the total packages in a seizure can be investigated. 

Sampling is an intentional choice to refrain from doing things to (unnecessary or 

impossible) perfection, for reasons of efficiency and cost effectiveness. 

 

As an example, if one item is taken at random out of a population of  10 items in 
which 10% (one and only one) contains cocaine, then the probability t h e  item taken 
contains cocaine is 0.1 (10%). In contrast, if one item is taken at random out of a 
population of 10 items in which 50% (five and only five) contain cocaine, and then the 
probability the  item taken contains cocaine is 0.5 (50%). 
 
THE AIM OF SAMPLING 

Actually, a sampling strategy is fully dependent on the question and thus the problem that 

has to be solved. There may be different needs for possession, production, or trafficking. 

The question usually arises from the national law, or from a national policy (habit) or 

sometimes directly from the prosecutor’s opinion or from the police staff. Simplified, in a 

sequence of increasing workload: 

 

(i)  Is a drug present? Minimal sampling (this may require 1 positive result). 

(ii)  Is a drug present in (more than) a specified proportion of the items? Increased 

sampling.  

(iii) Is a drug present in all the items? Maximum sampling (this may require full analysis of 

all items, which will lead to unrealistic costs, especially for large numbers of units). 
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It is clear that, for large seizures, situation (ii) is widely considered as a reasonable 

approach, often allowing a scientist to include a statistical approach.  In this case, we can 

choose the desired confidence level. An increase in confidence from 95% to 99% will 

result in an increase of the number of samples to be taken; depending on the conditions, it 

could mean more than a doubling. In statistics 95% is very common and widely accepted; 

for this reason we advise to adopt this 95% confidence as the standard. 

 

Table 6: Hypergeometric distribution 
Number of samples to be taken for describing (with 95% confidence) a certain proportion of drugs in a seizure, 

assuming 0 negatives in the sample. 

Proportion of seizures at least 

positive on drugs 

For a seizure 

consisting of 100 

units 

For a seizure 

consisting of 1000 

units 

50% 5 5 

60% 6 6 

70% 8 9 

80% 12 14 

90% 23 28 

95% 39 56 

 

The higher the proportion, the larger the increase in sample size needs to be to increase the 

minimum proportion with a fixed percentage. Equilibrium has to be found between the 

costs of exponential increasing sample sizes and the increase in the guaranteed drugs 

proportion gained from this. 

 

Although many different methods are in use, the hypergeometric approach seems to be the 

most widely accepted one; it has been well described and is recommended by the UNDCP 

and SWGDRUG. This does not mean that this approach should automatically be adopted 

by ENFSI. In the first place, it is heavily influenced by practices in the USA, whereas the 

aim of the ENFSI manual is to look for methods that are ‘fit for use’ in Europe. Secondly, 

a number of laboratories choose the Bayesian approach because this method allows the use 

of other relevant, so-called prior information (e.g. external characteristics). 
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The main problem with the hypergeometric is that it is blind. It does not take into account 

additional aspects. Visual inspection, smelling etc. can contribute to the investigation of 

the seizure, but there is no way to incorporate this in the hypergeometric approach. This 

problem can be best demonstrated with an example. When investigating a hemp field of 

1000 plants, hypergeometric tables show a number of 28 samples to be taken. That seems a 

bit much, especially for an expert who has been working with hemp for years, he smells it, 

notices the lamps, the nutrition, the books about hemp nursery and so on. And the suspect 

admits that he is breeding hemp. And if another room is found with again 1000 the same 

and identical plants? And with 5 of these rooms? The sampling will have to be done, 

considering a population, respectively, of 2,000 and 5,000 plants.  

 

Actually, the hypergeometric model gives the absolute minimum proportion of drugs to be 

present in cases where no other information is available at all. More abstractly formulated: 

in cases where more information is contributing, the strict use of the hypergeometric 

approach leads to a too an unrealistic high number of samples. 

 

The Bayesian approach can incorporate above-mentioned additional information in its 

model, by the use of a prior distribution. In general the prior distribution is a beta 

distribution with parameters ‘a’ and ‘b’. The more additional information, in the sense that 

is clear that we are dealing with drugs and that all units contain drugs, the higher the 

parameter ‘a’ should be chosen. When the plants can be visually identified as hemp, it can 

be seen that the plants are all the same, and the suggestion that all the plants are of 

something other than hemp is really unrealistic, a very high value for ‘a’ may be selected 

(e.g. 40). Then the number of samples to be taken will be 1 indeed. The choice of the exact 

value of ‘a’, however, may be an argument for discussion since there is no standard rule 

available. 

 

A similar but less evident situation is in the case of a body packer seized at the airport, 

coming from a South-American destination, with 80 plastic and rubber wrapped packages. 

Upon collection they all seem to be similar. Opening of two of them shows a white 

powder. Both are sent for laboratory investigation. The difference with the hemp field is a 

lower information value of the powder, the similarity lies in the conditions and situations. 

Within the framework of the Bayesian approach, a prior distribution with a high value for 

‘a’, but much lower than in the previous case, can be chosen. The hypergeometric 
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distribution can be used in court in a case like that of the body packer. The defense may 

argue that maybe the 78 other packages that were not measured do not contain drugs. 

However, the probability that only the two measured packages contain drugs is  
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about 3 in 10000. This is a very small probability. If the fact that all packages of all body 

packers measured always contained drugs is incorporated and the Bayesian approach is 

used, this probability will be even much smaller. 

 

In general, it can be stated that Bayesian methods should be preferred when much prior 

information is available, even though one can argue that they imply subjective prior 

beliefs. In situations where one wants to be completely free of subjective hypotheses or 

where there is hardly any prior information available, frequentist methods (hypergeometric 

and binomial) seem attractive because they are easier to understand and to explain. 

However, they always provide sample sizes on the safe side. This has the advantage that 

the defence team in court can hardly object against it, but the disadvantage of often too 

many samples analysed, as shown the above two examples (hemp and body packer). 

 

The hypergeometric distribution is especially valuable for small seizures (N<50) because 

then other methods easily overestimate sample sizes. This includes the binomial 

distribution, which is not commonly used. 

 

When the majority (at least 50%) of all units should be guaranteed to contain drugs the 

results of the hypergeometric distribution and the Bayesian method do not differ that much. 

Only in very extreme cases (like with the hemp plants) the Bayesian method provides 

lower sample sizes. In most other cases the sample size will be around 5. 

 

The importance of experience in a profession is generally recognized; this expertise cannot 

be linked to the hypergeometric distribution. So, already Sutherland in 1990 mentioned 

that in cases with large numbers of packages, containing similar material upon visual 

inspection, they always all appeared to contain the same drug. (Note: This consideration is 

in qualitative analysis only!). In import/export cases, by its nature the seizure is logically 
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composed of drugs; experience in The Netherlands shows that mixtures with non-drugs 

were extremely rare; as an indication, in many thousands of cases only one case was found 

where some negative samples were present. This experience can be linked to the Bayesian 

approach; however, there are no standard rules for it (yet). 

 

The sampling of tablets may give some specific complications. What is a realistic sampling 

of 2000 tablets, all in one bag, all with the same external characteristics including all the 

same logo? Again the hypergeometric approach would lead to 29 samples (for 90% 

proportion and 95% probability). Intuitively, this is a large number, and intuitively it is 

very unlikely that negative samples will be present in the whole lot. 

 

A question to be considered is the previous situation, but now the 2000 similar tablets not 

in one bag, but in 4 bags with each 500 tablets. Does this mean 4 times 29 analytical 

samples need to be selected, giving a total of 116 separate analyses? From a purely 

statistical standpoint, probably yes. From a practical standpoint, probably not. From the 

standpoint of cost effectiveness, also, probably not. The statistically correct approach 

would be to combine the 4 packages (only allowed with similar material) and then sample 

accordingly; this approach has also disadvantages. 

 

In addition to the collection of (numerous) samples it has been discussed how to treat these 

many samples in the laboratory. In some laboratories is common practice to do a spot test 

on all, maybe then TLC on all or on a large selection, and then –when no differences have 

been found - end with a very selective analytical technique on only a small number of 

samples. SWGDRUG however, recommends the full analysis of all analytical samples 

selected for analysis, if statistical conclusions must be drawn (rather than, say, combining 

them together for a single analysis). In addition, another strategy is mentioned where 

selected analytical samples are all tested with a screening technique; followed by a full 

analysis of one individual and a mixture of all others. The very first strategy maybe 

preferred, but so far, a solid statistical basis has not yet been presented. However, it can be 

expected that the approach fits with the Bayesian approach. If so, much laboratory work 

can be avoided. 

 

‘Bulking‘ of samples may be described as the preparation of one mixture, composed of a 

number of samples.  If bulking can be arranged in such a way that the composition of the 
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mixture reflects the total composition, then it seems to be a very effective strategy to 

reduce workloads. Such a mixture may be easy to prepare. A disadvantage will appear in 

relatively inhomogeneous lots; by definition bulking shows the average and no information 

about the specific item (although some improvement in this aspect could be obtained by a 

prior investigation with spot tests).  

 

Sampling strategies must be relatively easy in order to be practical. From a table, a number 

of samples must be read, and more samples must be taken when it is expected that one or 

more will not contain drugs. The basis of such an expectation is unclear. So, it would 

probably mean that a first sample set is collected, analysed, and that, if negative samples 

have been found, a resampling will be done. That seems rather complicated and even 

impossible if the seizure is destroyed immediately after the sampling. And always using a 

standard sample strategy as if 2 negatives are expected leads to an increase in the number 

of samples; this may look a bit exaggerated when in almost all cases no negatives are 

found. 

Especially when police or customs are doing the sampling, they should be guided by easy-

to-understand instructions. In that context, tables or computer programs are less attractive. 

Some colleagues have solved the problem by the instruction to always take a fixed number 

of samples, (e.g. 25). 

 
ENFSI ADVICE ON SAMPLING 

On the national / regional / laboratory level  

Sampling is a strategy; the intensity of sampling is highly dependent on the purpose of the 

sampling, the question, and the aims. National laws and legal practices will dictate most of 

them. In practice, there is often some freedom, which means that regional police forces, 

courts and the laboratories may have the possibility to develop their own strategy. This 

should be appropriate for their needs, satisfactory for the customer, easy to understand, 

sensitive for the laboratories’ workload, and be cost effective. Further, experience with the 

local drugs market can be included. For this ‘regional’ or national level, a general rule will 

seldom yield the perfect solution, in other words, it results by definition in too few or too 

many samples; too few samples being insufficient, and too many samples have the 

disadvantage of waste of time and money. A general ENFSI advice cannot compete with 

the fine-tuning that can be obtained on the national or regional level. 
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Regarding this, the ENFSI sub-committee on sampling and the ENFSI steering committee 

has decided that no specific sampling procedure will be recommended. It is left to the 

decision of the specific chemists, who will, together with the laboratory management, 

choose and develop an appropriate strategy that will be satisfactory for and agreed with 

their customers (police, courts). It is, however, strongly recommended to document the 

strategy and, if appropriate, to give written instructions for use by the police and/or 

customs. 

 
On the international level 

 

ENFSI has also to consider sampling of large seizures with clearly international aspects, 

which means that suspects will be found in one or more countries. It was felt as necessary 

to have a reasonable strategy that will meet broad support by (most) forensic chemists in 

EU countries and that can be used as a guideline for police and custom officers. 

 

Also here the starting point is that sampling is a strategy; the intensity of sampling is 

highly dependent on the purpose of the sampling, the question, and the aims.  

Since this is unknown and may even vary from case to case, only a general strategy can be 

recommended.  

 

The previous chapters have shown that there is no single perfect solution; a sampling 

strategy it is by definition a compromise between level of perfection and workload, and 

strongly driven by the needs of the customer. As a consequence, there is no single strategy 

getting full support from all chemists. Nevertheless, ENFSI seeks a proposal with a broad 

support, giving individual laboratories the possibility to do more in cases where they 

consider it appropriate. In specific cases it is the specific chemist who will have to explain 

to the court that s(he) did (or instructed to perform) a realistic sampling. This factor is 

important since especially the explanation of a Bayesian approach may be difficult to 

courts. 

 

The ENFSI subcommittee on sampling and the ENFSI steering committee advise that a 

sampling strategy for ‘international’ cases: 
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a) Must have a basis easily to explain in terms of statistics; 

b) Must be easily understood and be practical, also for use by police and custom officers; 

c) Must be realistic, and not result in an increase in workload for the laboratories (resulting 

in unacceptable long turn-over times). This means a minimum approach and no maximum 

approach;  

d) Must still be reasonably defendable in court. 

 

As a result of these requirements, it is proposed to advice as the minimum standard for 

large international cases: 

 

1. A detailed report on the seizure by the police / customs officers, or forensic experts, for 

use by the experts and the court. To include description, numbers, weighing, packaging, 

origin, external characteristics, appearance, pictures, etc.). 

 

2. A sampling technique with a hypergeometric or Bayesian basis.  

 

To choose a 95% confidence level. 

To choose a 50% proportion level (at least half of the items). 

 

This means that 5 samples must be taken for chemical investigation (if it is expected that 

all sampled units contain drugs). 

 

If a re-sampling is not possible, 8 samples are recommended.  

Note: These 8 samples are based on the possible (but unlikely) finding that 1 of these 

samples appears to be negative. In that case still 50% of the packages can be guaranteed to 

be positive for drugs. 

If the material gives rise to some doubt, at least 11 samples are recommended. Note: these 

11 samples are based on the possible (but unlikely) finding that 2 of these samples appear 

to be negative. In that case still 50% of the packages can be guaranteed to be positive for 

drugs. 
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Note: If a forensic laboratory is doing the sampling or the sub-sampling, the number of 

samples can be influenced by the actual findings of the chemical analysis. Hypergeometric 

or Bayesian tables can be used to calculate the sample size. 
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 Chapter :  ESTIMATION OF WEIGHT AND TABLET NUMBERS 

 

The Student t-distribution, relative to df  degrees of freedom (see Table 7), can be used 

to calculate an interval that contains with )100%(1 α−  probability the weight of a drug 

unit in a population. 

 

Application 

Using the Student t-distribution theory, we can estimate the average weight of a drug unit 

in a population, along with its associated uncertainty, within a given confidence level 

)100%(1 α− . 

 

Table 7: Student t-distribution.  

Critical values for some degrees of freedom df and a confidence coefficient α equalling either 0.05 or 0.01. 

df Α  df Α 

 0.05 0.01   0.05 0.01 

1 12.706 63.657  18 2.101 2.878 

2 4.303 9.925  19 2.093 2.861 

3 3.182 5.841  20 2.086 2.845 

4 2.776 4.604  21 2.080 2.831 

5 2.571 4.032  22 2.074 2.819 

6 2.447 3.707  23 2.069 2.807 

7 2.365 3.499  24 2.064 2.797 

8 2.306 3.355  25 2.060 2.787 

9 2.262 3.250  26 2.056 2.779 

10 2.228 3.169  27 2.052 2.771 

11 2.201 3.106  28 2.048 2.763 

12 2.179 3.055  29 2.045 2.756 

13 2.160 3.012  30 2.042 2.750 

14 2.145 2.977  40 2.021 2.704 

15 2.131 2.947  60 2.000 2.660 

16 2.120 2.921  120 1.980 2.617 

17 2.110 2.898  ∞ 1.960 2.576 
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This can be expressed by the following relation: 

αα µ t
n
sXt

n
sX +≤≤− , 

where: 

=µ  the average weight of the drug unit in the population;  

=X  the average weight of the drug unit in the sample;  

=s  the standard deviation of the measurements; 

=n  the sample size; 

and αt  is the critical value of the Student t-distribution with 1−= ndf  degrees of freedom 

within the confidence coefficient α  (Table 7). 

The uncertainty of the calculated average weight, u , is represented by the term 
n
s . 

Therefore the above expression becomes: 

 

αα µ tuXtuX XX +≤≤−    

 

In addition to the uncertainty associated with the calculated average weight (u), there is 

also an uncertainty associated with the weighing balance used (uw). 

 

The combined uncertainty (uc) is calculated as follows: 

22
wXc uuu +=  

giving the following confidence interval: 

 

αα µ tuXtuX cc +≤≤−    

 

In practice, an appropriate software application can be used to assist with the 

determination of the confidence interval applied to the estimated weight of the drug unit. 

 

In common practice, an acceptance criterion is that the sampling results are taken into 

consideration if the ratio between the standard deviation s and the average weight X  of a 

drug unit in the sample is less than 0.1 (RSD<10%). Otherwise, an increase of the sample 

size is required in order to reach the target percentage. (If this cannot be reached 

because the sample weight is not a normally distributed random variable, we could be 

forced to weigh the entire exhibit, not using statistical inference any more).  
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The estimation of the total weight of the exhibit (W ) can be obtained by multiplication by 

N  of the average value and the combined uncertainty as follows.  

 

If XNw =  and cT NuU = then the estimation of the total weight W  is: 

αα tUwWtUw TT +≤≤− . 

 

The same approach can be used for the estimation of the total weight of illicit drug in an 

exhibit, after quantification of the drug present in each sample unit. 

 

If r  negative results are obtained after the analysis of the drug units, for the estimation of 

the weight of the total (positive) drug exhibit, a corrector factor 
n
rnPcorr

−
= , should be 

used. 

 

Also, if r  negative results are obtained, this will change the uncertainty associated with 

the calculated average (u), thus requiring a corrected uncertainty u(corr) 

rn
su corrX −

=)(  

which gives a corrected combined uncertainty 

22
)()( wcorrXcorrc uuu +=  

 

So the new estimation for W  becomes: 
*

)(
*

)( αα tUPwPWtUPwP corrTcorrcorrcorrTcorrcorr +≤≤− . 

 

where )()( corrccorrT NuU =  

 

Moreover, for a population where 1.0>
N
n

, a further correction factor 
N
nNQcorr

−
=  

should be applied, giving: 

 
*

)(
*

)( αα tUPQwPWtUPQwP corrTcorrcorrcorrcorrTcorrcorrcorr +≤≤− , 
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where tα* is the critical value of the Student t-distribution with (n-r-1) degrees of freedom 

(see Stoel & Bolck, 2010). Please note, that if the uncertainty in Pcorr is not taken into 

account, then more optimal confidence intervals may exist (Alberink, Bolck and Stoel, 

2010) and that weight estimation could also be approached from a Bayesian perspective 

(see Aitken & Lucy, 2002). 
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Example 1 

Let's suppose that an exhibit of suspected heroin is contained in 100 packages. We want 

to estimate the average weight of a drug unit in the population with a probability of 95%. 

 

According to the applied representative sampling theory, following the example indicated 

in the chapter about the hypergeometric distribution, a sample of 23 units is taken and 

each of them weighed and analysed. 

 

The average net weight of the powder in the 23 units is gX 265.0=  with the standard 

deviation s of 0.023 g . Since the error is 8.7%, the acceptance criterion is satisfied. 

 

The value of αt  taken from the Table 7 is 2.074, the corrector factor Qcorr is 0.877 and the 

estimated weight for the total exhibit W  is: 

(26.500 - 0.873) g  ≤ W ≤ (26.500 + 0.873) g . 

 

If one negative result is obtained after the analysis of the drug units, and a reduction in 

confidence and/or guaranteed percentage of positives because of this is accepted, then 

with the same values of the mean and standard deviation the corrector factor is 

Pcorr=22/23, tα* equals 2.08, and Qcorr remains 0.877. Assuming, for the sake of this 

example, that the values of X  and s remain unchanged, then the estimated weight for the 

total positive drug exhibit is 1W  is: 

(25.348 - 0.856) g  ≤ W1 ≤ (25.348 + 0.856) g . 

 

In the same way, if two negatives results are obtained, the corrector factor is Pcorr=21/23, 

tα* equals 2.0860, and again Qcorr remains 0.877.  So we have  

(24.196 - 0.839) g  ≤ W2 ≤ (24.196 + 0.839) g . 

 
Theory 

The Student t-distribution theory may solve problems of estimation of the average of a 

number of measurements n .  The definition of the Student t-distribution, relative to 

df degrees of freedom, is: 
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If α  is a threshold index, the value tα according to which the probability calculated 

between αt−  and αt  is equal to α−1 , can be calculated from the following equation: 
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The critical values of the equation for some values of df  and α  are listed in Table 7. 

 

  

Estimation of Tablet Numbers 

The same process can be applied to the estimation of tablet numbers (in a single 

population) by obtaining the average weight and combined uncertainty of a number of 

individual tablets. The estimated total number of tablets can be obtained by dividing the 

total weight of tablets in the population by the average tablet weight. The extrapolated 

uncertainty is obtained by multiplying the combined uncertainty by the estimated total 

number of tablets (note: the extrapolated uncertainty must also incorporate the uncertainty 

associated with all weighing balances when more than one balance is used). 
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have the document updated at any time. However, the booklet contains, in this chapter, the 

names of colleagues and their laboratories that have contributed in writing.   
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